Simulating Current–Voltage Relationships for a Narrow Ion Channel Using the Weighted Ensemble Method
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ABSTRACT: Ion channels are responsible for a myriad of fundamental biological processes via their role in controlling the flow of ions through water-filled membrane-spanning pores in response to environmental cues. Molecular simulation has played an important role in elucidating the mechanism of ion conduction, but connecting atomistically detailed structural models of the protein to electrophysiological measurements remains a broad challenge due to the computational cost of reaching the necessary time scales. Here, we introduce an enhanced sampling method for simulating the conduction properties of narrow ion channels using the Weighted ensemble (WE) sampling approach. We demonstrate the application of this method to calculate the current–voltage relationship as well as the nonequilibrium ion distribution at steady-state of a simple model ion channel. By direct comparisons with long brute force simulations, we show that the WE simulations rigorously reproduce the correct long-time scale kinetics of the system and are capable of determining these quantities using significantly less aggregate simulation time under conditions where permeation events are rare.

1. INTRODUCTION

Ion channels are required for many basic processes in human physiology such as cell signaling, cell excitability, and intracellular homeostasis. One reason for their role in such diverse areas is that they have evolved to be precisely controlled by a wide array of environmental cues such as temperature, voltage, ion concentrations, lipid composition, and membrane tension. However, the primary result of all of these input signals is to open or close the channel, thus controlling ion flow across membranes. To this end, the intrinsic properties of individual, open channels—their selectivity, absolute conductance values, current–voltage (I–V) characteristics—determine their biological function. The invention of the voltage clamp in the 1940s and patch clamp in the 1970s made it possible to record ion channel I–V curves, and these techniques have remained the primary tools for determining channel biophysical properties. Unfortunately, electrophysiology does not provide a direct mapping between conductance of the channel and the precise molecular conformations giving rise to the observed dynamics. Since 1998, crystallographic structures of channels have revealed the architecture of channels in exquisite detail, complementing functional studies of these proteins. These structures, however, are often in unknown states, and they do not reveal the dynamics of the channel or how ions move through them. It can therefore be difficult to make a direct connection between these high-resolution, but static, structures and electrophysiological and functional data.

Molecular dynamics (MD) simulations have the potential to bridge these experimental regimes by providing a dynamic picture of the permeation process with unmatched temporal and spatial resolution. In principle, MD is capable of accounting for most of the important biophysical processes underlying ion transport, including ion diffusion into the channel, changes in ion hydration upon transfer from the bulk solvent into the proteinaceous environment, and detailed interactions between the ion and coordinating residues lining the permeation pathway. The I–V relationship and conductance of a channel can be calculated from an MD simulation in which a constant electric field or asymmetric ionic concentration are imposed giving rise to the nonequilibrium flow of ions through the channel. Counting the number of permeation events per unit time crossing the channel provides a direct measure of the current arising under a particular set of conditions. Such simulations are crucial for validating the fidelity of the computational models (by reproducing experimentally measurable electrophysiological properties of a channel) and for then connecting motions on the atomic scale to macroscopic observables. The current can also be calculated by integrating the instantaneous net charge displacement in the system, but this method does not necessarily inform the complete permeation mechanism, which requires observing continuous ion crossing events.
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In practice, though, it remains a computationally difficult task to simulate ion transport through many channels. Long trajectories are required to collect enough ion crossing events to accurately calculate the current, and these calculation must be repeated at multiple transmembrane voltages to build an $I$–$V$ curve. Curves have been successfully computed from all-atom MD simulations for large pores with large conductance values above 100–200 pA.\textsuperscript{5,8–12} However, few studies have attempted to determine the $I$–$V$ relationship of low conductance channels.\textsuperscript{13–16} Of these, the majority were carried out using special-purpose hardware\textsuperscript{17} and all except ref 16 were performed predominantly in a high voltage regime, well above typical physiological values of the membrane potential. Such high voltages increase the number of observed permeation events, but the extreme electric fields may induce transport mechanisms different from those that occur under more modest fields, and the large values make it difficult to compare with experimental currents recorded at lower voltages.

To avoid these shortcomings, many studies have adopted alternative strategies for characterizing the permeation process. Fully or partially continuum treatments of the channel and solvent, coupled with either Poisson–Nernst–Planck (PNP) models or Brownian dynamics have provided a direct way of probing channel conductance at reduced computational cost,\textsuperscript{18–24} albeit at reduced chemical accuracy. Conversely, MD can be used to efficiently probe the energetics of the process in atomistic detail, using sophisticated free energy methods.\textsuperscript{25–35} These latter approaches can then be combined with electro-diffusion theory to estimate the conductance of a channel.\textsuperscript{27,30,35–38} However, application of electro-diffusion theory requires additional assumptions that are not always met by the original MD simulations.\textsuperscript{38,39} There remains, therefore, a need for more efficient approaches that are capable of determining the conductance and other dynamic properties of the permeation process directly from the simulation data. Here, we present a method based on the Weighted ensemble (WE) path sampling strategy\textsuperscript{40} to calculate the nonequilibrium characteristics and provides a foundation for fully generalizing the approach to more realistic and complex biological channels.

### 2. THEORY AND COMPUTATIONAL METHODS

#### 2.1. Weighted Ensemble Sampling

Weighted ensemble sampling is a general and rigorous multi-replica method for simulating equilibrium and nonequilibrium processes.\textsuperscript{40,41,49,50} In a WE simulation, a collection of copies of the system (replicas) evolve simultaneously in time and are subject to a resampling protocol governed by a partition of configuration space (bins) and weights assigned to the replicas. The simulation begins with multiple replicas of the system and each is assigned a weight such that the sum of all weights is one. These replicas are then simulated independently for a time interval, $\tau$, following their natural dynamics. Each replica is then assigned to a bin based on its conformation at the end of the time interval. The bins are defined by discretizing a set of progress coordinates into nonoverlapping regions. The choice of progress coordinates is flexible, and they can be the full configurational space of the system or a drastically reduced subset of collective coordinates. After assignment, the number of replicas within each bin is adjusted by either enriching or terminating replicas to a predefined target level, $M$. When an occupied bin contains fewer than $M$ replicas, one or more of the replicas within the bin are selected via a statistical procedure and are replicated so that there are $M$ total replicas. The newly generated copies inherit equal shares of their parent’s weight. If a bin contains more than $M$ replicas, excess replicas are culled and the their weights are assigned to the subset of the remaining replicas in that bin. Every $\tau$ time units, this procedure is repeated until the total weight within each bin and the flux of weight between bins becomes stationary. Importantly, the WE algorithm resamples the ensemble of trajectories by adjusting the weight of observed configurations and therefore the frequency of observed dynamical processes, while correctly compensating for these changes in weight so that there is no statistical bias.\textsuperscript{40,41} Our current implementation follows the replica resampling scheme outlined by Huber and Kim\textsuperscript{40} using the WESTPA software package described in section 2.7, differing only in that a steady-state is obtained via the flow of ions across the periodic boundary, rather than by reintroducing probability reaching a target state back into the initial state.

#### 2.2. Calculating the Ionic Current

2.2.1. Direct Calculation. The nonequilibrium steady-state flow of ions across the membrane gives rise to a current, which can be measured directly from simulation. If enough permeation events occur, the current carried by species $k$ can be estimated from a long, conventional simulation as

$$I_k = \lim_{T \to \infty} \frac{1}{T} \sum_{t=T_{\text{out}}}^{T_{\text{in}}} \langle q_k \rangle (N_{k,\text{out}} - N_{k,\text{in}})$$  

(1)
where $q_k$ is the charge of ion species $k$, $N_{i,\text{out}}$ and $N_{i,\text{in}}$ are the number of observed permeation events from the inside to the outside and from the outside to the inside compartments, respectively, and $T$ is the total simulation time. In practice, the simulation box is divided into three regions (inner bulk, channel and outer bulk), using two planes oriented parallel to the membrane, positioned at the interfaces between the channel and the bulk solution. Permeation events are then strictly defined as the sequential movement of an ion from one bulk phase to the other through the channel.

In the context of a conventional, brute force simulation, every trajectory carries equal weight in defining the flux in eq 1, whereas in a WE simulation, each trajectory is assigned the weight of the associated replica in the ensemble. Therefore, it is necessary to rewrite eq 1 in terms of the average flux into each bulk region. For a WE simulation, these averages are estimated from the flux of weight carried by each replica crossing the boundary between regions after the weights in the bins have relaxed from their initial, possibly nonsteady-state, distribution. If we denote the inner bulk, outer bulk, and channel regions as $S_I$, $S_B$ and $S_F$, respectively, then the current carried by species $k$ can be expressed as

$$I_k = q_k \langle \Phi_{k,\text{fl}S_I, S_F} - \Phi_{k,\text{fl}S_F, S_I} \rangle$$  \hspace{1cm} (2)$$

where $\Phi_{k,\text{fl}S_I, S_F}$ is the average flux of trajectories into $S_B$ from $S_I$, which last visited $S_F$ more recently than $S_B$. Formally, $I_k$ is the average reactive flux into $S_B$ with a similar definition for $\Phi_{k,\text{fl}S_F, S_I}$. While for conventional, brute force simulations we gather statistics from all of the ions of species $k$ in the system, we use the fact that ions of a particular species are indistinguishable to simplify and reduce the computational cost of determining the current in the WE simulations. For indistinguishable ions, the total current arising from the population of ionic species $k$ is $n_k |f|^{(0)}$, where $n_k$ is the number of ions of species $k$ in the simulation box and $|f|^{(0)}$ is the single-ion current of an arbitrary ion in the population. Here, we assume that ions permeate independently, and we track the progress of a single ion, which reduces the overall computational cost of the calculation due to the reduced dimension of the progress coordinate. In the Discussion and Conclusions, we discuss potential limitations associated with only tracking a single ion.

2.2.2. Non-Markovian Matrix Analysis. The estimate of the current in eqs 1 and 2 is derived from observing the direct permeation of ions through the channel. We can also calculate the current through the channel using a non-Markovian matrix formalism, as previously described in ref 43. This formalism reweights the probability contained within each bin using kinetic information about the transitions between bins to obtain steady-state estimates of distributions and fluxes.

The rates between bins are estimated as

$$k_{ij}^{\mu,\nu} = \frac{\langle w_{ij}^{\mu,\nu} \rangle}{w_i^{\mu}}$$  \hspace{1cm} (3)$$

where $w_{ij}^{\mu,\nu}$ is the flux of weight from bin $i$ to $j$ during an iteration, labeled with initial and final states $\mu$ and $\nu$, respectively, $w_i^{\mu}$ is the weight of the total population in bin $i$ with label $\mu$, and brackets denote time averages over WE iterations. The state labels are introduced explicitly to track the history of a given replica, and this history dependence is why the method is termed “non-Markovian”. For a system with periodic boundary conditions, the reactive ion flux is given by passage events that permeate the channel rather than those that simply cross the periodic boundary in $z$. Thus, labels $\mu$ and $\nu$ refer to pairs of states indicating the current and previous region a trajectory has visited, respectively. For example, a fruitful permeation event into $S_B$ has $\mu = \{S_I, S_F\}$ and $\nu = \{S_I, S_F\}$, while an example of a nonreactive event has $\mu = \{S_F, S_B\}$ and $\nu = \{S_F, S_I\}$.

Given the labeled non-Markovian transition matrix $K = \{k_{ij}^{\mu,\nu}\}$ calculated from eq 3, the steady-state populations of the labeled bins, $\pi$, are determined by solving

$$K^T \pi = \pi$$  \hspace{1cm} (4)$$

The steady-state population together with the labeled transition matrix give the steady-state flux of weight in both directions through the channel. The reactive flux into $S_B$ is then expressed as

$$\Phi_{\text{fl}S_B|S_I, S_F} = \sum_i \sum_f k_{fi}^{\mu,\nu} \pi_{i,\mu} \rightarrow \{S_I, S_F\}, \nu \rightarrow \{S_B, S_F\}$$  \hspace{1cm} (5)$$

The reactive flux into $S_I$ is similarly obtained using the same values of $K$ and $\pi$, and these quantities can then be used to calculate the current as in eq 2. It should be noted that the bins used in the construction of the transition matrix do not have to correspond to the bins used in the WE simulation. Additionally, the state definitions and corresponding labels can be assigned as part of the post-production analysis of the WE data.43 We find, however, that in practice defining the states and using them to construct history-dependent bins that are employed to perform resampling during the WE simulation can dramatically increase the efficiency of the non-Markovian matrix analysis. The use of such predefined states and history-dependent bins was previously suggested by Darve and Ryu,52 and we independently developed a similar strategy50 based on a variant of the nonequilibrium umbrella sampling method.51 History-dependent binning in the current context separates the extremely low-probability population of replicas moving through the channel against the membrane potential from higher weight replicas moving with the field. In the absence of history-dependent bins, these replicas are rapidly merged during resampling and only rarely, if at all, do they make the full transition across the entire length of the simulation box. These rare transitions are required to estimate all of the necessary elements of $K$ such that a solution to eq 4 can be obtained. The loss of these rare pathways through the channel is more pronounced at high voltages, and we found here, and in other systems, that history-dependent bins improve the performance of WE sampling when the forward and backward rates between key states differ significantly.

Finally, this analysis is carried out “offline” on completed simulation data (post-production), as opposed to previous WE reweighting protocols that were either applied once after some initial sampling period12,53 or on-the-fly during a running WE simulation.54 While the non-Markovian matrix analysis could, in principle, be used to carry out on-the-fly reweighting, the adjusted bin probabilities are not propagated forward in a running simulation.

2.3. Calculation of Ion Distributions and Effective Steady-State Energy Profiles. Steady-state probability distributions were calculated by binning the $z$-positions of each ionic species independently. For the brute force
simulations, all ions of a particular species in the simulation were assigned to bins. In the WE simulations, only the tagged ion’s position was used to generate the one-dimensional distribution, while all ions were considered for the two-dimensional distribution. A bin width of 0.2 Å was used for both brute force and WE simulations. An effective steady-state energy profile was then calculated from the density in each bin $i$, $P_i(z)$, as $-k_B T \ln(P_i(z))$. For the WE simulations, the density was calculated by averaging the trajectory weights within the same set of bins as the brute force simulations. We excluded contributions to the average from iterations early in the simulation, which were part of the pre-steady-state transient. Extra care must be taken to rigorously match the ion free energies with reference values in bulk solution, because the ions in solution are unbounded in the $xy$ plane.$^{25,29}$ Here, we are only concerned with comparisons between WE and brute force, so we do not apply these corrections, which would influence both methods identically.

2.4. Model System. As a test of the Weighted ensemble’s ability to calculate the conductance properties of a narrow membrane-spanning channel, we used a model system developed by Crozier et al. consisting of a rigid cylindrical pore with polar walls spanning two rigid uncharged slabs embedded in an electrolyte bath of explicit solvent and ions$^7,54$ (Figure 1A). Each model membrane leaflet was composed of neutral Lennard-Jones (LJ) spheres placed on a square lattice with side length 2.5 Å, positioned at $z = 15$ and 40 Å. A section of $4 \times 4$ LJ spheres at the center of each leaflet was removed to accommodate a central channel composed of a stack of 11 rings spaced 2.5 Å apart stretching from the bottom leaflet to the top.

![Figure 1. Model ion channel. (A) Cut-away view of the solvated model channel showing the solvated pore. The particles comprising the hydrophobic sheets mimicking the membrane are shown as gray spheres, whereas the charged atoms of the intervening pore are blue, gold, gray, and light blue and carry charges of $-0.3$, $+0.3$, $-0.3$, and $+0.3$ \(e\), respectively. Mobile Na$^+$ (green) and Cl$^-$ (cyan) ions are shown in the bath of SPC/E water molecules. (B) For the WE simulations, the simulation box in part A is discretized into bins, shown here for the $x$ and $z$ dimensions. A cartoon of the membrane and pore atoms are overlaid to highlight the fine discretization through the pore and the coarser binning in the bulk regions. The bin spacing in the $y$ dimension (not shown in this projection) is identical to binning in $x$.](image)

Each ring is identical with 20 atoms and a diameter of 10.625 Å measured from the pore axis. The atoms in each ring are charged with a repeating set of partial charges carrying $[-0.5, +0.5, -0.35, +0.35]$ fundamental charge units, and each ring is rotated 90° about the z-axis relative to the adjacent rings.

Both channel and membrane particles were assigned the same LJ parameters ($\sigma = 2.5$ Å, and $\epsilon/\kappa_B = 60$ K) and van der Waals interactions with mobile particles were calculated using the Lorentz–Berthelot (LB) combining rules. Membrane and channel atoms were fixed and forces on these atoms ignored. The mobile electrolyte solution consisted of varying concentrations of Na$^+$ and Cl$^-$ ions in a bath of extended simple point charge (SPC/E) water molecules.$^{55}$ Water—water, water—ion, and ion—ion LJ interaction parameters were derived from ref 56 as in ref 7 rather than being calculated from the LB rules. The simulation box was 25 Å × 25 Å × 55 Å with periodic boundary conditions imposed in all three dimensions. While mobile species filled the channel, the spacing of the atoms comprising the model membrane and channel prevent entry between the leaflets of the membrane, creating a low-dielectric environment mimicking a biological bilayer.

Systems were prepared at two different ion concentrations. The low concentration system contained a single Na$^+/\text{Cl}^-$ pair with 614 water molecules, while the high concentration system contained 8 Na$^+$ ions and 8 Cl$^-$ ions with 600 water molecules, corresponding to the 1 M nominal ion concentration used in ref 7. From the approximate density of SPC/E water and considering only the solvent accessible region of the simulation box, the calculated ion concentrations were 90 and 740 mM for the low and high concentration systems, respectively. Initially, the pore and membrane were solvated using Packmol,$^{57}$ and then, the Gromacs genion tool$^{58}$ was used to randomly replace water molecules with ions for the low- and high-salt systems.

2.5. Simulation Details. Both brute force and WE simulations were performed using Gromacs 4.6.3$^{58,59}$ with identical parameters. Dynamics were propagated in the NVT ensemble using the stochastic velocity rescaling thermostat$^{60}$ with a coupling constant of 0.1 ps to maintain an average temperature of 298.15 K. Both van der Waals and short-range electrostatic interactions were truncated at 10 Å; long-range electrostatics were calculated using the smooth particle-mesh Ewald (PME) method.$^{61}$ Bond lengths within each SPC/E water were constrained using the SETTLE algorithm,$^{62}$ permitting a time step of 2 fs.

We established a membrane potential, $V_0$, by applying a constant force, $F_z = qE$, in the $z$ direction to every mobile particle, $i$, in the system carrying a charge $q_i$. The applied electric field was given by $E = V/L_x$, where $L_x$ is the extent of the simulation box along the $x$-axis. In response to the linear potential, the charged mobile species in solution reorganize and the sum of the applied and reaction potentials result in the desired potential drop across the system focused over the length of the membrane.$^7,54$

2.6. Brute Force Dynamics Propagation. Brute force simulations were initiated for each ion concentration and applied voltage with multiple independent replicates per condition. The initial velocities for each replica were assigned according to a Maxwell distribution at the target temperature using a unique random seed. The simulations were extended to a length sufficient to observe permeation events for both the Na$^+$ and Cl$^-$ ions along the direction of the field (Table S1). The directional bias induced by the applied field is sufficiently strong that we only observe retrograde permeation events (ions...
fully permeating against the electric field) for the smallest field strength of 0.2 V. Solvent and ion coordinates were recorded either every 2 or 20 ps. For comparison with the WE simulations, all brute force trajectories were down sampled to 20 ps between snapshots.

2.7. Weighted Ensemble Dynamics Propagation. Weighted ensemble simulations were carried out using the open-source Weighted Ensemble Simulation Toolkit (WESTPA), which implements the WE algorithm and manages the parallel propagation of replicas as well as data storage and analysis. Trajectory segments were propagated using simulation parameters identical to those used in the brute force calculations. The Cartesian coordinates of a single Na⁺ or Cl⁻ ion define a set of three spatial progress coordinates. The simulation box was then partitioned into bins using a rectangular grid (Figure 1B). In the channel, bins were spaced at regular 1.25 Å intervals along the z-axis and extended to the edge of the simulation cell in the xy-plane. In the bulk regions immediately adjacent to the channel (9−15 and 40−46 Å), bins were spaced at an interval of 3 Å in the z direction and 6.25 Å × 6.25 Å in the xy-plane. The remainder of the bulk region was discretized using bins with dimensions 12.5 Å × 12.5 Å × 3.0 Å. Additionally, we employed a fourth, history-dependent progress coordinate that identified the last region visited by the tagged ion prior to the current region. This progress coordinate takes on discrete values from the set \( \{ S_0, S_{10}, S_{20}, S_U \} \), where \( S_U \) denotes having an unknown or undetermined previously visited state. The current region is uniquely determined by a replica’s instantaneous \( z \) position.

The majority of the WE simulations were initiated from a set of conformations taken from snapshots sampled at a 100 ps interval from the final 5 ns of eight brute force simulations at the same set of conditions (ion concentration and applied voltage). For two of the simulations, described in Sec. 3.3, we instead initiated WE simulations from the final conformations of another WE run at a different voltage. The voltage was adjusted instantaneously before restarting, and the complete history of those replicas was retained in terms of identifying the previously visited state, but this history was not used in subsequent analysis.

Conformations taken from the brute force simulations were used to generate an initial set of replicas as follows. For the low-salt system (1:1 Na⁺:Cl⁻), the 400 conformations were assigned to bins and a single WE split-merge iteration was performed to obtain the target number of replicas per occupied bin (see below). For the high-salt system (8:8 Na⁺:Cl⁻), we took advantage of the fact that ions of the same species are indistinguishable to increase the initial coverage of the ion-accessible volume. Specifically, from each of the 400 conformations, seven additional snapshots were created by permuting the atom indices of the tracked ion species. That is, each of the seven had identical coordinates to the snapshot from which they were generated and only differed in which of the eight ions was marked as the single tracked ion. Like the low-salt system, the 3200 total conformations were assigned to bins and were resampled to obtain the target number of replicas per occupied bin. Under both ionic conditions, approximately 10–15% of the total bins in the system were initially occupied.

All initial replicas generated from brute force data were marked as having an unknown previous region \( (S_U) \) and therefore do not contribute to the permeation statistics until they have transitioned into another region such that they then have a well-defined previous state. Bins corresponding to the unknown previous region label initially begin with 3 replicas per bin for the first 10 WE iterations, and then this target value is reduced to 2 between iterations 10 and 20 and then to 1 replica per bin for iterations \( \geq 20 \). This ensures that the computational resources dedicated to replicas of unknown previous state are limited. All other bins have a target replica count of 10, and the simulations at full bin occupancy have \( \sim 192 \) populated bins. Weighted ensemble resampling was performed at an interval \( \tau = 20 \) ps, and all simulations reported here were 700 ns in length.

2.8. Error Estimation for Conductance Measurements. Ion crossing events observed in the brute force simulations appear to be well-described as a Poisson process with exponentially distributed waiting times between consecutive permeation events (Supporting Figure S1). We therefore used a Bayesian approach developed for single-exponential kinetics to calculate the confidence interval for the currents calculated from the brute force sampling. Using a uniform prior distribution on the rates, the normalized posterior density of the rate of permeation in one direction through the channel given the data is

\[
P(k; T, n) = \frac{n^{n+1}}{n!} k^n \exp[-kT]
\]

for \( n \geq 0 \) and \( T > 0 \), where \( k \) is the ion permeation rate, \( n \) is the number of observed permeation events, and \( T \) is the total simulation time taken to observe those events. Equation 6 is a two-parameter gamma distribution in \( k \). The value of \( k \) that maximizes this distribution is \( n/T \), which is the same maximum likelihood estimate of \( k \) that appears in eq 1.

Uncertainties in the currents measured from the observed probability flux across the channel in the WE simulation (eq 2) were determined using the Bayesian bootstrap method. The Bayesian bootstrap resamples the original observations, \( a_i \) \( (i = 1, \ldots, n) \), by selecting \( n \) observations from the original set with replacement. Each observation is selected with probability \( w_i \), where \( w_i \) is a random variable drawn from a uniform distribution. For each synthetic data set generated by the bootstrapping procedure, a new set of selection probabilities are generated. Uncertainties in the currents calculated from the non-Markovian matrix analysis were calculated by generating an ensemble of transition matrices \( \{ K_1, K_2, \ldots, K_n \} \) by resampling the fluxes contributing to eq 3 using the same bootstrapping protocol. All fluxes from a given iteration of the WE procedure were considered to be a single observation and were selected together during resampling.

In the WE simulations, the probability fluxes used in calculating the current (eq 2) arise from the movement of replicas across the channel, which may have a partially shared history. Therefore, the fluxes measured in each iteration are not statistically independent resulting in a time series of correlated samples. The use of correlated samples would underestimate the true uncertainty in the calculated average, so instead we divide the time series into nonoverlapping independent blocks and the mean of each block forms a new set of uncorrelated observations. The block length is chosen from a statistical inefficiency analysis combined with an automatic steady-state detection procedure using the timeseries module included in pymbar. Briefly, for a time series of total length \( nT \), where \( n \) is the length of a single WE iteration and \( N \) is the total number of iterations, we determine the statistical inefficiency, \( g \), over the interval \([ tN_0, tN_f \)\], discarding iterations \([ 1, N_0 \)\). From \( g \), we calculate the effective number of uncorrelated samples in the
interval, \( N_{\text{eff}} = \tau (N - N_0)/g \). Starting from \( N_0 = N - 1 \), and moving backward in time to iteration \( N_0 = 1 \), \( N_{\text{eff}} \) increases until we begin to include observations from the presteady-state transient. When those samples are included, the correlation time increases and \( N_{\text{eff}} \) consequently decreases sharply. The block length is then \( \tau (N - N_0)/N_{\text{eff}} \) for the value of \( N_0 \) that maximizes \( N_{\text{eff}} \).

3. RESULTS

To validate the accuracy and assess the efficiency of the Weighted ensemble approach in determining ion channel conduction properties, we carried out a systematic comparison between a set of WE simulations and brute force simulations of the model system in section 2.4 at various ionic conditions and voltages.

3.1. Steady-State Ion Distributions within the Channel. The distributions of ions within and around a channel at steady-state help to identify key interactions between the permeating ions and the channel and reveal the structure of the energetic landscape over which the ions traverse. The effective steady-state energy profiles, calculated from the nonequilibrium steady-state ion densities as described in section 2.3, are shown in Figure 2 for the brute force and WE simulations at 0.55 V. The profiles show excellent agreement between the WE simulations and the long brute force simulations for both ionic species at each concentration, and this strong correspondence is observed over the full range of applied voltages (Supporting Figure S2). Differences in the barrier heights experienced by the Na\(^+\) and Cl\(^-\) ions at both high and low concentrations suggest that the channel is selective for cations. Although the channel has mirror symmetry along the \( z \) axis about \( z = 0 \), the applied electric field breaks the symmetry of the effective steady-state profiles. In low salt, where the simulation box contains only a single Na\(^+\)/Cl\(^-\) pair, the Na\(^+\) ion has a weak preference to accumulate near the lower membrane face, while the Cl\(^-\) ion accumulates at the upper membrane plane. These features of the profile are absent in the high concentration system, possibly due to intraspecies repulsion in the bulk solvent phase. Inside the channel, the ion distributions are patterned by the charge structure of the 11 rings comprising the channel. Peaks in the Na\(^+\) profile roughly correspond to local minima in the Cl\(^-\) profile, and these features likely arise from the strong ordering of water within the channel as suggested by earlier studies of this model channel.\(^7\)

The energy profiles from the WE simulations are computed from the single tracked ion whose sampling is enhanced by the binning procedure. It is assumed that the nontracked ions also sample their correct steady-state distributions. To explicitly test this assumption, we calculated the joint probability of finding a pair of Na\(^+\) ions at positions \( z_1 \) and \( z_2 \), \( P(z_1, z_2) \), for the high concentration system at 0.55 V. The resulting two-dimensional effective steady-state energy profiles are shown in Figure 3 for both simulation methods. The surface for the WE simulation is slightly noisier than the brute force surface as the WE
distribution was calculated with ~12X fewer snapshots due to a lower sampling frequency (20 vs 2 ps). Like the one-dimensional profiles shown in Figure 2, the WE and brute force results show a close correspondence. The absolute energy difference between the two approaches is <1.2 k_B T over all configurations involving a single ion in the pore. Double occupancy is rare (P(2Na⁺) < 1.5 × 10⁻³), and we excluded them from the profiles due to poor convergence for both methods.

3.2. Current–Voltage Relationship of a Model Ion Channel. The current–voltage (I–V) relationship of the model channel at both high and low ion concentrations is shown in Figure 4. Across the complete range of applied voltages investigated here, current measured from the brute force simulations (eq 1) and both the direct and reweighting procedures. The latter are analyzed using both the direct and reweighting procedures. Simulations carried out using the low concentration system are shown in the upper panel and simulations using the high concentration system are shown in the lower panel. Error bars indicate the 95% confidence interval. The solid lines (Na⁺) and dashed lines (Cl⁻) are spline fits to the data and carry no theoretical meaning.

![Figure 4. I–V relationship of the model ion channel. At each applied voltage, the current carried by the Na⁺ and Cl⁻ is shown for the brute force trajectories as well as the corresponding WE simulations. The latter are analyzed using both the direct and reweighting procedures. Simulations carried out using the low concentration system are shown in the upper panel and simulations using the high concentration system are shown in the lower panel. Error bars indicate the 95% confidence interval. The solid lines (Na⁺) and dashed lines (Cl⁻) are spline fits to the data and carry no theoretical meaning.](image)

Each voltage/concentration condition, and the error in the measured current made interpreting the I–V characteristic difficult. Here, in both high and low salt, the Na⁺ currents behave linearly above 0.1 V, but switch to a much more shallow conductance at low applied voltages. Meanwhile, the Cl⁻ current also displays a similar nonlinear I–V response, although the current is superlinear over the full voltage range examined.

While rare, as a result of stochastic fluctuations, chemical events can proceed in an energetically unfavorable direction. Here, ions can move against the applied voltage through the channel. In the brute force simulations, we never see this happen at high voltages, and at low voltages (0.2 V), we observed one such rare event for Na⁺ at high ion concentrations, and a second event at low concentrations. Conversely, for the WE simulations, since we separate the populations of ions flowing through the channel in each direction by using a history-dependent binning scheme, we can estimate this retrograde current across all applied voltages. For example, the current carried by the Cl⁻ in the high concentration system at 2.2 V against the field is 2.8 × 10⁻⁶ pA with a (1.6, 4.4) × 10⁻⁶ pA 95% confidence interval, or about 20 permeation events per second. While this component of the current contributes little to the overall shape of the I–V curve for this system, and it may not play a significant role for in biological phenomena, rare events on the millisecond to second time scale can be very important biologically in related processes such as ion flow through small conductance channels or channel activation. The ability of the method to capture such rare events highlights the power of WE to directly probe permeation-related phenomena across a broad temporal spectrum inaccessible by traditional simulation.

3.3. Convergence Characteristics and Efficiency of the Weighted Ensemble Approach. We analyzed the convergence behavior of the WE approach by examining the estimated current through the channel as a function of aggregate simulation time for all simulated replicas. This analysis was carried out for both ion species with a single ion pair in the simulation volume at 0.55 V. In both cases, the initial distribution of replicas is far from steady-state, and the currents obtained from the direct flux of replicas through the channel displays a slow rising transient before reaching steady state (Figure SA and B). We also analyzed the same simulation data using the non-Markovian matrix analysis formalism presented in section 2.2.2, which reweights the distribution of probabilities within the ensemble of replicas using information about the local flux between bins. The non-Markovian matrix method only requires that (1) the replicas explore the regions of bin space relevant to describing the transition process and (2) the probability distribution within each bin has relaxed such that the interbin rates, k_{ij} (eq 3), are accurate, even if the absolute magnitude of the flux, w_{ij}, has not reached steady-state. The direct method, conversely, requires that the system’s full probability distribution has reached steady-state. As such, the currents obtained using the reweighting method converge to the steady-state current significantly faster than the direct flux method. The difference in the performance of the two approaches is particularly evident in Figure SB and D, which are log–log plots of the data in panels A and C, respectively.

The time to convergence for a WE simulation is related to the time required for the replicas to first fill all important bins in the system and then relax to their true steady-state distribution. Thus, if an initial distribution of replicas could be established that was very close to steady-state, then the replica weights
would rapidly relax to the true steady-state value and significantly increase the efficiency of the WE method. Unfortunately, for any nontrivial molecular system, it is extremely hard, if not impossible, to posit a priori a good estimate for the steady-state distribution. The converged distribution from a previous WE simulation run at slightly perturbed conditions, however, could serve as an excellent starting point. For example, when constructing a complete $I-V$ curve for a channel, the distribution obtained from a converged WE simulation at one voltage should provide a better estimate of the steady-state distribution of the channel at a different voltage than a naïve set of initial replicas taken from a short brute force trajectory. A small change in voltage will perturb the steady-state distribution, but if the change is sufficiently small, the weights should rapidly relax to the new steady-state.

To test this hypothesis, we ran additional WE simulations of the low concentration model at 0.6 V, and then used the final distribution of replicas and their corresponding weights, to initiate a new simulation at 0.55 V. At 0.6 V, the steady-state currents after 700 iterations of WE resampling were approximately 3.6 pA and 0.05 pA for Na$^+$ and Cl$^-$, respectively, requiring a small but measurable relaxation when switching the applied transmembrane potential to 0.55 V. These new simulations were analyzed using the same convergence protocols already discussed, and panels B and D in Figure 5 confirm that they converge much more rapidly than our original simulations. While we stepped the membrane potential by 50 mV, experimentally, $I-V$ curves are typically constructed at 5 or 10 mV increments. A smaller perturbation would likely result in a shorter relaxation time.

Figure 5. Convergence of the current estimates from WE simulations. For the simulations carried out at 0.55 V, the estimates of the current as a function of aggregate simulation time are shown for the Na$^+$ current (A and B) and the Cl$^-$ current (C and D). Panels B and D show the same data as in A and C, respectively, but are plotted on a log-log scale to highlight the estimated currents early in the simulations. The solid black line is the current estimated from brute force trajectories, with dashed lines corresponding to the evolution of the 95% confidence interval calculated using eq 6 assuming $n = k_{ref}T$, where $k_{ref}$ is the estimate from all of the available brute force simulation data. The direct and reweighted curves for each ion type are calculated from a single simulation discarding the first 50% of the WE iterations up until a given time point. The restart simulations (direct—red and reweighted—purple) are initiated from a converged WE simulation with an applied voltage of 0.6 V.

To quantitatively estimate the efficiency of WE compared to brute force, we calculated the error in the current for a given simulation using either the direct or non-Markovian matrix reweighting protocol as

$$\text{error}(t) = \log I(t) - \log I_{ref}$$

where $I_{ref}$ is the target current and $I(t)$ is the computed current after accumulating a total aggregate time of $t$ from the start of the simulation. Target currents were calculated as the mean of the direct and reweighted currents using all available WE sampling. The performance of the WE simulations over all applied voltages, ion types, and ion concentrations is shown in Figure 6 by plotting $T_i/MFPT$ as a function of the target current, where $T_i$ is the aggregate simulation time required to reach and maintain an error $\leqslant 1$ and MFPT is the mean first passage time for ion movement through the channel. The MFPT is calculated as the inverse of the reactive flux or rate of ion permeation through the channel. Measuring the error on a logarithmic scale, $T_i$ is the total simulation time required to obtain an order-of-magnitude estimate of the current. For a conventional brute force simulation, $T_i/MFPT$ is approximately equal to 1 at all conditions.

The WE simulations become more efficient under conditions that produce small currents (Figure 6). As noted for the subset of simulations shown in Figure 5, when initiated far from steady-state, the direct flux method of calculating the current is less efficient than the non-Markovian reweighting analysis across all observed currents. At the lowest currents measured, the standard WE simulations are 30–50 times more efficient than brute force simulations using the metric employed here. Low concentration Cl$^-$ simulations restarted from previously
converged WE distributions at closely related voltages (red squares in Figure 6) increase the efficiency of the method by a factor of 64 compared to blindly started WE simulations and a factor of 120 compared to brute force. Interestingly, the restarting method converges more quickly if matrix reweighting is not used (red versus purple squares). This is due to the finite time required to collect sufficient bin-to-bin transition statistics, which appears to occur on a longer time scale than the relaxation of the direct flux through the channel when starting near steady-state.

On a log–log scale, standard WE and WE restart simulations both linearly increase in efficiency as the current decreases, with similar slopes, but different intercepts. A similar relationship was observed for WE simulations of Brownian motion on a two-dimensional energy surface when looking at the efficiency of calculating transition rates between metastable states as a function of temperature. These results add further empirical evidence that WE sampling is capable of exhibiting superlinear dependence of an ion channel from atomistically detailed molecular dynamics simulations. Using a simplified model of a channel, we demonstrate that the method is capable of rigorously reproducing the conductance properties, as well as distributions of ions within the channel, determined from long brute force simulations over a range of applied voltages and ion concentrations. For conditions where permeation events through the channel are rare, a direct comparison between the WE simulations and equivalent brute force calculations reveals that WE was significantly more efficient. Importantly, the WE approach does not impose any assumptions about the nature of the permeation process, as quantities such as the current of ions through the channel and their steady-state distributions are calculated directly from the replicas following their natural dynamics.

We have also demonstrated that our method provides an efficient protocol for scanning through a range of applied voltages and calculating the resulting current at each value. Once a WE simulation reaches convergence at one voltage, the current at a neighboring value can be obtained at a fraction of the computational cost, assuming that the voltage change represents a small perturbation to the steady-state distribution of ions in the system. This feature of our WE based approach makes the technique particularly well-suited for simulating the $I$–$V$ dependence of a channel, permitting direct comparisons with experiment. Conversely, an $I$–$V$ curve calculated using brute force simulations would require observing a sufficient number of permeation events at each voltage independently; collecting statistics at one voltage would not hasten convergence of a simulation at another. Additionally, this procedure of bootstrapping one WE simulation from another under different conditions is general and could be applied not only to perturbations in voltage, but also to changes in ionic concentration, point mutations, or reparameterizations of the force field.

Unlike the simple model channel examined here, many biological channels contain multiple ions binding sites within their selectivity filter, and these sites are often occupied simultaneously. Multiple occupancy can lead to complex interactions between the ions resulting in multi-ion conduction mechanisms, such as “knock on”, where ions entering the selectivity filter cause bound ions to be displaced in a coordinated manner through electrostatic repulsion. Under these conditions, the single ion binning scheme used here may prove inefficient since it would not explicitly account for potentially slow, orthogonal degrees of freedom related to the movement of other ions. Formally, deploying the same binning strategy would yield the correct results given sufficient sampling since results derived from converged WE sampling are independent of bin space, but binning has a strong influence on the rate of convergence. Extending the methodologies described here to multi-ion channels will require the development and validation of alternative binning strategies that properly account for the higher state space and aid in sampling these states. While these additional complications may pose certain methodological challenges that need to be addressed to make the method fully general, we believe they should not be prohibitively difficult to implement.

The current binning scheme also neglects changes in conductance resulting from slow conformational changes within the channel. These effects are absent in the present calculations since the channel is rigid, but conformational changes likely play an important role in biological channels.

4. DISCUSSION AND CONCLUSIONS

We have introduced a method based on the Weighted ensemble sampling approach to determine the current–voltage dependence of an ion channel from atomistically detailed molecular dynamics simulations. Using a simplified model of a channel, we demonstrate that the method is capable of rigorously reproducing the conductance properties, as well as distributions of ions within the channel, determined from long brute force simulations over a range of applied voltages and ion concentrations. For conditions where permeation events through the channel are rare, a direct comparison between the WE simulations and equivalent brute force calculations reveals that WE was significantly more efficient. Importantly, the WE approach does not impose any assumptions about the nature of the permeation process, as quantities such as the current of ions through the channel and their steady-state distributions are calculated directly from the replicas following their natural dynamics.

We have also demonstrated that our method provides an efficient protocol for scanning through a range of applied voltages and calculating the resulting current at each value. Once a WE simulation reaches convergence at one voltage, the current at a neighboring value can be obtained at a fraction of the computational cost, assuming that the voltage change represents a small perturbation to the steady-state distribution of ions in the system. This feature of our WE based approach makes the technique particularly well-suited for simulating the $I$–$V$ dependence of a channel, permitting direct comparisons with experiment. Conversely, an $I$–$V$ curve calculated using brute force simulations would require observing a sufficient number of permeation events at each voltage independently; collecting statistics at one voltage would not hasten convergence of a simulation at another. Additionally, this procedure of bootstrapping one WE simulation from another under different conditions is general and could be applied not only to perturbations in voltage, but also to changes in ionic concentration, point mutations, or reparameterizations of the force field.

Unlike the simple model channel examined here, many biological channels contain multiple ions binding sites within their selectivity filter, and these sites are often occupied simultaneously. Multiple occupancy can lead to complex interactions between the ions resulting in multi-ion conduction mechanisms, such as “knock on”, where ions entering the selectivity filter cause bound ions to be displaced in a coordinated manner through electrostatic repulsion. Under these conditions, the single ion binning scheme used here may prove inefficient since it would not explicitly account for potentially slow, orthogonal degrees of freedom related to the movement of other ions. Formally, deploying the same binning strategy would yield the correct results given sufficient sampling since results derived from converged WE sampling are independent of bin space, but binning has a strong influence on the rate of convergence. Extending the methodologies described here to multi-ion channels will require the development and validation of alternative binning strategies that properly account for the higher state space and aid in sampling these states. While these additional complications may pose certain methodological challenges that need to be addressed to make the method fully general, we believe they should not be prohibitively difficult to implement.

The current binning scheme also neglects changes in conductance resulting from slow conformational changes within the channel. These effects are absent in the present calculations since the channel is rigid, but conformational changes likely play an important role in biological channels.
For example, recent simulations of the bacterial K+ channel KcsA have shown that the slow release of water molecules from behind the selectivity filter is coupled to subtle structural rearrangements that dramatically impact the conduction properties of the channel.69 Since these structural rearrangements in the protein are unlikely to occur during a given simulation if not explicitly accounted for in the progress coordinate, it would be possible to carry out a series of independent WE simulations to examine conduction properties of each ion channel state separately. Conversely, simulations of the Na+ channel NaK, AB suggest that side chains lining the pore display conformational flexibility that is intimately linked to the permeation process with isomerization time scales similar to that of the ion movement.70,71 If the motions are fast enough, it is possible that they will not impede convergence of our method even if these changes are not explicitly tracked. However, it is difficult to know a priori when orthogonal degrees of freedom have been sufficiently sampled. That said, the problem of hidden barriers, unaccounted for in the sampling enhancement strategy, is of course not unique to WE sampling, but rather it is a general challenge and source of systematic error in many molecular simulations.72,73

As we showed in section 3.3, the efficiency of the WE method increases with decreasing current. While WE is significantly more efficient than brute force simulation at low currents, the method is not optimal for channels or conditions eliciting large currents. As such, for large pore and/or high conductance channels, a rare-event sampling approach like the WE method is unnecessary and likely inefficient as I-V curves can be readily constructed from brute force calculations.5,8−12

For channels with narrow pores, directly observing the permeation process with brute force MD remains a challenge as their conductance values are incongruous with current molecular dynamics simulation time scales, except under conditions of unphysiological membrane potential bias, high ionic concentration, or using special purpose hardware. The difficulty of simulating these systems is exacerbated by deficiencies in current fixed-charge molecular force fields, including lack of polarizability and overestimation of membrane dipolar potentials thought to contribute to significantly smaller simulated permeation rates compared to actually experimental rates.14 These shortcomings were evident in earlier studies of gramicidin A using potential of mean force-based approaches, where corrections were applied resulting in conductances in closer agreement with experiment.28,39,74 For such small currents, our proposed method is an excellent candidate for efficiently simulating channel conductance; however, a recent study of several K+ channels suggested that near-experimental conduction speeds could be simulated using current force fields if the ions in the selectivity filter are in direct contact with one another.16 If this is true and current force fields provide high transfer rates through narrow K+ channels, our WE method will be less useful for studying K+ permeation through this class of channels. However, the method could still be used to quantitatively address the contribution of particular conduction pathways toward the total flux, as we did previously for conformational transitions in a transport protein53 or using a flux analysis based on transition path theory.75

Nonetheless, even with future gains in computational hardware, the intrinsically small conductance values of a large number of biologically important channels will likely necessitate the use of enhanced sampling approaches like the one developed here. For example, SK (small conductance Ca2+ activated K+) channels possess a relatively small unitary conductance of ∼10 pS,76 while the Ca2+ release-activated Ca2+ (CRAC) channels have a Ca2+ conductance three orders-of-magnitude lower (∼10 fS) and a small Na+ conductance of ∼0.2 pS.77 Furthermore, understanding processes like the movement of nonselective ions through a selective channel, low conduction regimes in the presence of blockers, the effect of conductance mutations and determining the conduction of a channel of known structure but undetermined state, all likely involve permeation time scales that lay outside of the capabilities of conventional simulation methods. In each of these cases, WE sampling could potentially enable simulators to access the required time scales, lending structure-based insight into these and other processes.

This proof-of-principle study lays the foundation for future development of Weighted ensemble sampling to investigate permeation of ions through biological channels of known structure. The method holds the potential to directly calculate I-V curves for biological ion channels, thus allowing for a direct comparison between simulation results and experimental electrophysiological data. Additionally, our general approach could be readily extended to other biologically important processes such as small molecule permeation across protein channels and membranes as well as determining the transport properties of synthetic nanopores.
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